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a b s t r a c t

Nowadays, people tend to share their personal photos, taken while they are traveling, to
the social media sharing websites, such as Flickr. There is also convenient access to the
large scale image dataset, usually attached with metadata such as GPS location, tags and
description so on. With the help of images taken in places of interest in conjunction with
the broad multimedia information realm, the task of automatic image GPS location
estimation became possible. However, automatic image GPS location estimation is still a
nontrivial task even in today's world with explosive quantity of images available on the
website. In general, images taken from identical locations share some features, such as
some salient features, even when the images are taken from different viewpoints. These
salient features play an important role in the image location estimation. Thus, in this
paper, we propose a salient image feature mining based image GPS location estimation
method. We first mine the salient region of the input image by exploring its relation with
k nearest neighboring image groups, and then select salient features by considering their
relation with the neighbor image groups. Experiments on different datasets demonstrate
the effectiveness of the proposed method.

& 2015 Elsevier B.V. All rights reserved.
1. Introduction

GPS information is useful in image recognition, auto-
matic travel guidance and recommendation [1–8]. The task
of image GPS location estimation becomes feasible with
the aid of an explosive growth of geo-tagged images on
social media sharing networks. Large scale geo-tagged
am 973 No. 2012C-
180, and 61332018,
Funds for the Central
image datasets are available on websites such as Flickr
and Picasa. Nowadays, how to recognize geo-referenced
images automatically draws more and more attention [1–
5,9]. GPS information of social images has been widely
used in content browsing [1–3,10–12], image annotation
[13–15], image search [16–18], and localization [9,19]. For
example, full view of a landmark can be realized by
building 3-D models by collecting large-scale geo-tagged
photos [20–22]. Geo-location based image retrieval is
carried out by generating 3-D models and translating the
query image into a 3-D pattern [19–21]. However, theore-
tically and practically, 3D reconstruction is not a trivial
task, it depends much on the image quality and the
information of the camera. In fact, images uploaded by
users to the social websites' even with really high quality
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usually lack information needed in 3D reconstruction,
which makes it difficult to use the method of 3D recon-
struction in our goals of solving the problem of image GPS
location estimation based on the large scale social image
sets. Qian et al. have shown that using the GPS information
of user uploaded photos is helpful for improving users
vocabulary tagging performances [6]. Moreover, the Pla-
cing Task makes use of attached metadata, such as tags
and user descriptions to estimate the GPS location of an
image or a video frame [3–5].

A lot of research effort has been devoted to image GPS
estimation [1,2,10,9,19]. Generally, GPS location estimation
can be achieved by means of image matching [1], image
retrieval [18,9], and image classification [23]. The main
process can be as follows: first, find images similar to the
input image, then assign the GPS location of the visually
similar images to that of the input image. From this point
of view, existing example-based image retrieval app-
roaches can be utilized in GPS location estimation for an
input image [2,17,18]. Kelm et al. provide a method of
video localization by taking advantage of textual and
visual modalities. They tackle the geo-referencing problem
with a hierarchical classification approach. The world map
is divided into segments of different sizes and each
segment is considered as a class for the probabilistic
model. For the probabilistic model, textual and visual
approaches are provided. They adopt a centroid-based
candidate fusion to solve the problem of data sparsity
and enhance the distributions of single candidates in a
multi-modal manner. For visual information, global fea-
tures such as color and texture are utilized [24]. Refs.
[43,44] focus on landmarks, providing both content based
landmark classification and landmark search algorithms.
In these approaches, each image is represented by a set of
global/local low-level features. Due to the gap between
image and its low level visual feature descriptors, image
retrieval is still very challenging [25]. Much attentions
have also been paid to effective image feature representa-
tions [26–30]. Global features usually neglect the local
saliency in the image, even though a lot of scalable or
rotation invariant features are utilized [28,29]. Therefore
much research focus on local feature matching based
image retrieval [26,27]. However, feature matching based
approaches is both low accuracy and has a heavy compu-
tational cost for a large scale dataset. To solve the problem,
bag-of-word (BoW) model based approaches are proposed
[31–38]. In these approaches, fast image retrieval is
achieved by giving each BoW a weight and then comput-
ing scores for each image in the dataset. Thus, the well-
known TF-IDF [12,13] (term frequency inverse document
frequency) which often utilizes text based retrieval can be
adopted to carry out image retrieval. TF-IDF is a numerical
statistic which reflects how important a word is to a
document in a collection or a corpus [12–14]. It can be
viewed as a coarse level salient feature representation
approach [39]. It is often used as a weighting factor in
information retrieval and text mining. With the popularity
of BoW model in image processing [14], TF-IDF has been
widely utilized in image retrieval and classification
[13,31,32,9,18]. Zhang et al. proposed a spatial coding
based image retrieval approach by building the contextual
BoW [18]. By using inverted construction of BoW and the
spatial constraints, the computational cost is low and the
performance is satisfactory. However, TF-IDF has the dis-
advantage of limited capability in class identification since
the computation of the weight neglects the class informa-
tion. In [34], Zhao et al. proposed to utilize the spatial layer
matching to improve image location estimation perfor-
mance and they also further explored the spatial con-
straint to carry out location estimation [37].

To speed up the estimation to meet the real-time
applications on mobile ends, hierarchical global feature
clustering and local feature verification and fast invert file
indexing structure approaches were proposed [2,17,33,
34,37].

Knopp et al. [40] developed a method for automatically
detecting such confusing objects and demonstrated that
removing them from the database can significantly
improve the place recognition performance. It assumes
that an image of a particular place does not match well to
other images at far away locations. For all the images in the
offline dataset, the confusing scores are computed for the
local features in the images. Then in the retrieval step,
confusing scores are taken into consideration. Instead of
computing confusing scores for the confusing features, our
main goal is to mine salient features that are critical to the
GPS location of the input image.

Han et al. [41] developed a probabilistic computational
algorithm by integrating objectness likelihood with
appearance rarity to detect object-oriented visual saliency.
Compactness, continuity, and center bias are utilized as
the measure for the likelihood of the object. They also
propose a framework for saliency detection by modeling
the background and then separating salient objects from
the background [42]. They formulate the problem of
salient object detection as background subtraction pro-
blems. Our goal is to extract salient features shared by
visually similar images of the same places, and utilize
them to improve image location estimation performances.
Han et al. [42] propose a framework for saliency detection
by first modeling the background and then separating
salient objects from the background [36].

The task of content based image location estimation is to
select images with similar appearance and using their tagged
locations to estimate the GPS location of the input image. To
our knowledge, most of the existing image location estimation
approaches generally treat the input image independently [1–
5,9,34,37] but not considering the relationship with their
visually similar images in social media communities (i.e. at
cloud/server end). Query expansion is utilized to fuse more
relevant information from the iterative search result [15].
Moreover, fusing the visual and textual information of the
query can also be helpful for the retrieval more relevant
results [25]. However, both query expansion and visuo-textual
joint image retrieval use external information to improve
image retrieval performances. The intrinsic characters of the
input image are not deeply explored. The role of salient parts
of input image and their relationships with their nearest
neighbors is overlooked. Actually, images taken at same
location should share some common content. The salient
parts of places-of-interest usually appear in most social users'
shared photos. Moreover, for the input image, different parts
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have different contributions to the recognition of the place.
For example, the background (such as green grass, which may
appear frequently in many images) is less contributive, while
the salient parts (e.g. the spire of a tower) are more con-
tributive. Therefore in our method, the input image and its K
nearest image groups are fused to mine salient features to
improve location estimation performances.

We propose a salient feature mining based image location
estimation method by exploring the salient part among the
neighbor groups and then picking salient features to retrieval
images taken at an identical location. The proposed approach
consists of the following three steps. First, neighbor image
groups selection. We select K-nearest image groups for the
input image by utilizing the method of GPS estimation in [9].
Second, we mine the salient features from neighbor image
groups. Based on the relation between the input image and
K-nearest image groups, the local features in the input image
are sorted and the salient features are selected. The details of
salient feature definition and selection are described later in
the online system overview. Finally, the selected salient
features are utilized as queries to the selected image groups
from the whole dataset and K-NN is used to determine the
final GPS location estimation result. The main contributions of
our work are as follows:
�
 Information provided by the K nearest image groups is
jointly utilized in the salient feature selection.
�
 We utilize the mechanism of feedback to improve GPS
estimation performance. With the aid of the selected K
nearest image groups from the first iteration, the
contributions of each of the salient parts can be
measured quantitatively.
�
 We fuse saliency of each BoW in determining the
location. The salient components of an image will be
assigned higher weights.

The rest of the paper is organized as follows: Section 2
introduces the system overview of the proposed image
GPS estimation approach. The offline and online systems
of this paper are given in Sections 3 and 4 respectively.
Experiments and discussions are shown in Section 5.
Conclusions are drawn in Section 6.
2. System overview

We propose an improved GPS estimation algorithm
that uses neighboring image groups of the input image
over our preliminary approaches [9]. Compared to our
previous algorithm, there are two main differences. The
first is to utilize the final selected image groups as an
internal result instead of using them to estimate GPS
location. And the second is that salient features are mined
based on the clues provided by the internal result. The
block diagram of our approach is shown in Fig. 1. It
consists of online and offline systems.

The offline system is identical to that of [9] as shown in
Fig. 1. It aims to index the geo-tagged image dataset. It
consists of the following six parts: (1) dataset pre-
processing to remove noisy images, (2) feature representa-
tion by extracting global and local features, (3) clustering
the images into R categories utilizing global features, (4)
obtaining GPS location refined centroids (i.e. each centroid
corresponds to an identical GPS location) for each first
layer cluster, (5) selecting representative images for each
refined centroid, (6) building inverted files for the repre-
sentative images of each refined centroid based on the
BoW of the SIFT descriptor. The detailed steps of the offline
system are presented in Section 3.

The online system takes advantage of the internal result of
our previous GPS estimation [9], as shown in Fig. 1(a). The
online system estimates the GPS location of the input image.
The online system of the proposed approach as shown in
Fig. 1(c) carries out the following seven steps after global and
local feature extraction: (1) first layer cluster selection, (2)
second layer centroid selection, (3) local feature refinement,
(4) K nearest neighbor image groups selection, (5) contribu-
tions of local salient parts determination, (6) inverted file
referring and similarity measurement, and (7) GPS location
estimation and verification. In the first step, the input image is
assigned to one or more of the image clusters. Images in the
same cluster are visually similar. In the second step, the input
image is classified into a number of GPS location refined
centroids. In the third step, the local feature refinement
improves the accuracy of GPS location estimation. Also, as
the local refinement is confined to a much smaller scale
compared to the whole dataset, it has a low computation cost.
In the fourth step, we determine the K nearest image groups
for the input image. In the fifth step, we calculate the
contributions of the local salient parts. In the sixth step, we
carry out similarity measurement between the input image
and all the geo-tagged images in the offline dataset. Finally
GPS of the input image is assigned based on the GPS
information of the images in its K-nearest neighbors. The
detailed steps of the online system are presented in Section 4.
The novel part of this paper is the following steps: neighbor
image groups selection, salient feature mining and inverted
file structure referring and scoring in the online system. The
details are discussed in Section 4.

3. The offline system

The offline system of this paper is identical to [9], as shown
in Fig. 1(b). We only give a brief illustration for each part of the
offline system hereinafter. For more details, turn to [9].

3.1. Preprocessing for the dataset

The aim of this step is to remove the noisy images (too
bright or too dark) from the dataset by checking their
average luminance and texture energy. These kinds of
images have little to contribute to online image GPS
location estimation. If the image has a high enough or
low enough average energy, or has very low texture
energy, then it is viewed as noise and removed from the
dataset.

3.2. Feature representation

In this paper, three kinds of low-level features are
utilized [9]. They are the 45D color moment (CM), 170D
hierarchical wavelet packet descriptor (HWVP), SIFT [27]



Fig. 1. The flowchart of the proposed salient region mining and salient feature selection based location estimation for an image. (a) Online system of
previous model, (b) offline system, (c) online system of our algorithm in this paper.
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and its representation in bag-of-visual-word. We quantize
each SIFT feature point into a BoW by hierarchical quanti-
zation. Each SIFT point is quantized into one of the Q
centroids. In this paper, the value of Q is 68,420.

The global features CM and HWVP are utilized in
training the hierarchical global feature clusters in the
offline system and carry out hierarchical classification for
the input image in the online system.

In our preliminary paper, the SIFT-based local feature
matching is used for determining: (1) whether or not the
input image was taken from an offline GPS location, and
(2) in which place the input image was taken. In this paper,
SIFT feature matching is utilized in both the offline system
for representative image selection for each GPS location
refined centroid and the online system to determine the
matched representative images.
3.3. Global feature clustering

In this paper, we use K-means to cluster the global
features. The number of first layer clusters R in k-means is
set to R¼32 by considering both the image GPS estimation
performances and computational costs.
The global feature clustering is carried out on the com-
bined 215-D low-level feature including 45-D color moment
and 170-D hierarchical wavelet packet. The global features of
all the images in the offline dataset are grouped into R
centroids using K-means. After the global feature clustering,
we get R centroids C1;…;CR. Each centroid Ciði; ¼ 1;…;RÞ is
featured by a 215-D global feature vector LCi.

3.4. GPS location based cluster refinement

After obtaining the set of centroids fC1;…;CRg, we then
partition the set of geo-tagged images into these R clusters.
We then create sub-clusters based on the GPS locations
within each of these clusters, yielding a further partition-
ing of the images into clusters ci;jði¼ 1;…;R; j¼ 1;…;NÞ.

3.5. Representative images selection for the GPS location
refined centroids

The advantage of hierarchical global feature clustering
is the low computational cost. In the hierarchical global
feature clustering stage, we group images into coarse
clusters Ci and refine them into GPS locations refined
centroid ci;j .
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Ideally, the images in the same GPS refined centroid
have similar visual content, but actually there are some
outliers with incorrect GPS information. Selecting repre-
sentative images for each GPS location has the following
merits: reduced computational cost, and noise suppression
to improve GPS estimation performances.

3.6. BoW for representative image groups

For the offline geo-tagged dataset, each SIFT point is
quantized into one of the Q centroids. We build an
inverted file structure for all the representative images in
the offline dataset. The inverted file is a hierarchical
structure as detailed in [9]. For the BoWx, ðxA1;…;Q Þ,
the first layer cluster Ci, the second cluster ci;j and the
imageL inside the cluster ci;j are all recorded. In addition,
the frequency of the BoW in all the image datasets
(denoted as Frequenx) and that in imageL (denoted as
FreqLðxÞ) are also recorded. The number of BoW in imageL
(NumberL) and the number of image clusters (NumberC) in
which the BoW occurs are recorded as well and used in the
online system.

4. The online system

The online system of the proposed GPS location esti-
mation approach of an input image is shown in Fig. 1(c).
First, we extract CM and HWVP, SIFT, and quantize each
SIFT point into a BoW for the input image. Then, we carry
out hierarchy layer cluster selection and local feature
refinement, which are identical to the previous version
[9]. The novel part of this paper is the subsequent steps:
neighbor image groups selection, salient feature mining
and inverted file structure referring and scoring. The last
step is image GPS location estimate using image ranking
plus K-NN.

The significant difference from our previous work lies
in the feature points selection and the computation of
weight. Instead of using all the features inside the input
image, we develop an algorithm to mine only the features
that are more salient for describing the image. The way we
measure the saliency of features is by considering the
relation between the features in the input image and the
selected representative image groups. Also, we modify the
traditional TF-IDF weight computation, so that the com-
puted weight of the feature is more representative for the
saliency of the feature.

4.1. Hierarchical layer cluster selection

This part consists of the first layer cluster selection and
second layer cluster selection. Let Linput denote the 215-D
global features (consisting of 45-D CM and 170-D HWVP)
of the input image. The distance Di between the query
image and the feature vector LCi of the ith center Ci is
computed. The top ranked MðMrRÞ centroids in the first
layer are selected. Let set S¼ fS1;…; SMg denote the
selected M candidates, where SkAfC1;…;CRg is one of
the selected candidates (kAf1;…;Mg). In this paper
we use M¼10, in accordance with our previous work.
After selecting the first layer cluster candidates set
S¼ fS1;…; SMg, the input image can be further refined into
the second layer GPS location refined centroids. Each
SkAfC1;…;CRg has Nk refined global centroids in the
second layer. In the second layer refined clusters selection,
we first rank the distances di in ascending order, and then
select the top V% of the centroids as candidate GPS
locations for the input image. Thus, the number of selected
centroids in the second layer is F ¼ VN=100. We denote the
selected candidates as SC ¼ fg1;…; gFg with gf Afr1;…;

rNgðf Af1;…; FgÞ. In this paper, we user V¼100 the same
as [9].

4.2. Local feature refinement

Local feature matching is utilized to improve GPS
location estimation performance. As representative images
for each of the second-layer clusters have already been
selected in the offline system, we carry out local feature
matching for the input image with the representative
images of the selected candidates SC ¼ fg1;…; gFg. In this
paper we use the inverted file structure based approach to
carry out local feature refinement [9].

For each BoW in the input image, we use the obtained
inverted files to compute the matching scores of the BoW
to the images in the selected candidates SC ¼ fg1;…; gFg.
The score is computed based on Term Frequency-Inverse
Document Frequency (TF-IDF). The score of the represen-
tative imageL to the input image (denoted as Score(L)) is
assigned as the sum of the scores of all the BoW. The score
of each image is computed as follows:

Score Lð Þ ¼
XQ
x ¼ 1

WxnFreqLðxÞ
NumberLnFrequenx

ð1Þ

where FreqLðxÞ is the frequency of BoWx and NumberL is the
number of BoW in imageL. Frequenx is the frequency of
BoWx in the whole dataset. Wx is the weight of BoWx in the
input image, computed as

Wx ¼
FreqinputðxÞ
Numberinput

ð2Þ

where FreqinputðxÞ denotes the frequency of BoWx and
Numberinput is the number of BoW in the input image.

4.3. Neighbor image groups selection

The score of each image cluster can be utilized to rank
the final result and to estimate the GPS location. For
example, in our previous work, a K-NN based approach
is utilized in GPS estimation for the input image. It is likely
that images taken from a certain place can be distributed
into different clusters due to the differing appearances of
the images taken at different times and viewpoints. Thus,
K-NN is necessary for improving the GPS location estima-
tion performance. By a simple verification approach, the
GPS estimation performance is satisfactory. However, the
K-NN based approach is a majority takes all approaches. It
only takes the coarse image group information into
account but does not make full use of the local saliency
of input image. It overlooks the input images relation with
the selected second layer image groups, which can be used
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to mine out the salient parts. Our previous approach [9]
can be viewed as treating the contributions of all local
salient parts of the input image identical in its GPS
estimation. In this paper, instead of utilizing K-Nearest
Neighbor (K-NN) [9] to estimate the geo-location for the
input image, we select k nearest image groups, denoted by
SC ¼ fg1;…; gkg, to carry out the following refined estima-
tion. The algorithm is as follows:
1.
 Initialize SC ¼∅ (without element in it), and iteration
times t¼1, and rank the score Score(L) for all images.
2.
 Select the image group g1 of the nearest image as the
neighbor, update SC ¼ fg1g and t’tþ1.
3.
 Determine the group information of the tth image in
the top ranked image list, if its group information gt is
not in SC, then select it as neighbor, otherwise go to
check the next image.
4.
 Iteratively carry out step (3), until the image group
number in SC reaches k, i.e. SC ¼ fg1;…; gkg.

4.4. Salient feature mining

In our previous GPS estimation approach [9], the
saliency of local parts of input image was considered
identical. That is to say the weights of all the BoWs were
the same during similarity measurement. In this paper,
saliency of different parts is fully taken into consideration
in BoW weight computation.

For the input image I, after SIFT feature extraction and
hierarchical quantization, we represent the image as a set
of BoW. We denote I¼ fW1;…;WNg. Wi is the correspond-
ing BoW of the ith SIFT feature, and N is the total number
of BoW in the image I.

Fig. 2 shows our approach intuitively. It shows three
candidate neighboring image groups. Only the image
group at the left side which marked out with the red
frame is relevant to the input image, the other two image
groups are irrelevant to the input image as shown on its
top and at right side. We find that even though the
erroneous image groups contain more SIFT correspon-
dences, their distribution is diverse. Conversely, the left
image group contains fewer points but there are points
which have very high frequency. It is reasonable to assign
larger weights for these salient points. Thus by adding
weights to the matched SIFT points, we can get their
contributions in image GPS localization. As shown in
Fig. 2, the red points are the corresponding SIFT feature
points, and the corresponding sizes of the points represent
their contribution. From Fig. 2, we find that the salient
parts on the building of the image assigned high weights,
while these in the tree have been assigned low weights.

Our salient feature mining based approach is like the
traditional TF-IDF, but with some differences. TF-IDF based
approach can be viewed as a globally constrained
approach for all SIFT points. TF-IDF has a shortcoming
that it cannot give a high weight to the BoW which has
strong descriptive ability in some limited classes. For
example, some BoWs appear frequently in the certain
image groups but very rarely in the total image dataset.
While in our salient feature mining approach, we
determine the saliency of BoWs of the input image by
taking its neighboring image groups into account. Instead
of using IDF directly, we also take the social community
information into consideration. Let wj denote the saliency
of jth word Wj. We determine the weight as follows:

Wj ¼
njP
ini

nlog
jSCjnjCj

fi:WjACignfi:WjAsgig
ð3Þ

where nj is the frequency of BoW Wj in image I,
P

ini

stands for the number of BoW in image I, jSCj is the image
number in SC and jCj is the number of image groups in SC,
fi:WjACig stands for the number of image groups which
contain BoW Wj and fi:WjAsgig is the number of images
which contain BoWWj. As SC ¼ fg1;…; gkg, there are totally
k selected neighbors, jCj ¼ k. The relationship of this para-
meter k with the image GPS location estimation perfor-
mance is discussed in Section 5.4.

4.5. Inverted file referring and scores calculating

Note that image I is represented by a set of BoWs, i.e.
fW1;…;WNg, and we get their weights fw1;…;wNg. Thus,
for an image L in the dataset, its similarity score to the
input image, denoted by SS(L), can be determined from
saliency constrained approach as follows:

SSðLÞ ¼
X

fj:Wj ALg
ejnwj ð4Þ

where fj:WjALg stands for all the visual words that are
contained in image L, and ej denotes that whether the Wj

exists in the input image, thus we have

ej ¼
1 if WjA I

0 otherwise

�
ð5Þ

4.6. GPS estimation using image ranking and K-NN

Based on the scores of images in dataset to the input
image, we rank all the images. The GPS of the K nearest
neighbor (K-NN) is utilized to estimate the location of the
input image. This approach is similar to that utilized in [9].
First, we use mean-shift clustering for the GPS locations of
the images of the selected top ranked K representative
images. Finally, we pick out the cluster with the highest
cardinality and assign its GPS coordinates to the
input image.

5. Experiment and analysis

In order to test the performance of the proposed GPS
estimation approach, comparisons are made with GPS
estimation [1,2,9] and TF-IDF technique and ours.

To testify the effectiveness of our proposed method, we
perform our experiments on GOLD [2,9], OxBuild [14],
COREL [16]. All experiments are done on a server with
2.0 GHz CPU and 24 GB memory, and all the experiments
are performed on the environment of C. The experimental
results demonstrate that the proposed method outper-
forms the state-of-the-art methods.



Fig. 2. An image and its neighboring image groups. The red points denote the SIFT feature points, with the sizes denote their weights.
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5.1. Experimental datasets

The categories of OxBuild5000 and COREL5000 serve
as GPS locations. Thus, the GPS location numbers of
OxBuild5000 and COREL5000 are 14 and 50 respectively.
Hundred images are selected randomly from the whole
dataset as the test set, while the rest serve as the training
set of the offline system for construction of the hierarch-
ical structure.

GOLD contains more than 3.3 million geo-tagged
images. It has been compiled from Flickr using its public
API and crawlers. Eighty travel spots are selected for
testing, i.e. the GPS location number is 80. Thirty-four
out of the 80 locations are landscape such as parks,
squares, and the rest 46 are landmarks. The test dataset
for the 80 sites contains 52,046 images [2]. The experi-
ment shows that our method works both with landmark
and landscape.
5.2. Performance evaluation

The performance evaluation contains two parts. The
first part tests cross validation performances which utilizes
images taken outside the GPS locations in offline systems
as input. The second part tests the average recognition rate
of test images taken from the GPS locations in offline
systems.

As for the test images taken from places in the offline
systems, if the selected image group is actually the same
group as the test image is from, the estimation is correct.
Otherwise, it gives an incorrect estimation. We use average
recognition rate (AR) to evaluate the GPS estimation
performance, which is given as follows:

AR¼ 1
G

XG
i ¼ 1

Ai ð6Þ
where Ai is the correct recognition rate of the ith spot

Ai ¼
NCi

NAi
n100%; iAf1;…;Gg ð7Þ

where NCi is the correct estimated image number, and NAi

is the test image number. G is the total number of GPS
locations.

5.3. GPS estimation performance comparisons

For fair comparison, only visual features of the input
image are utilized. As for GPS Estimation (denoted as MSD)
[2], we set the parameters of best performance. In the
traditional TF-IDF (denoted as TF-IDF) technique, the scale
of visual words is 68,420, which is the same as our
proposed method (denoted as SILE). Spatial coding based
approach (denoted as SC) [18], SVM based landmark
classification method (denoted as LC) [23]. As for SC,
K-NN is utilized and K is set to be 120 to achieve best
performance. As for LC, it mentions that it performs better
as the size of codebook increases, so the codebook is set to
68,420. The time cost of LC is computed by only consider-
ing the test time without considering the training time.
The parameters in our baseline algorithm are set as
follows: the social community number k¼20, the final K
nearest neighbors K¼50, and the size of BoW is set to
68,420. The performance of our approach under the
method of K-NN is evaluated. The GPS location estimation
performance of MSD, SC, LC, TF-IDF, IFS [9] and SILE are
shown in Table 1. The corresponding computational costs
are shown in Table 2. For more comparisons, we also
provide the performances of SC, LC and other relevant
approaches in the following tables and figures.

It can be observed that our method achieves signifi-
cantly better performance than the other methods not
only in GOLD but also in both OxBuild5000 and
COREL5000. The average precisions of MSD on the three



Table 1
Average recognition rate(%) of IM2GPS, MSD, SC, LC, TF-IDF,IFS and SILE
on COREL5000, Oxbuild5000 and GOLD.

Dataset IM2GPS MSD SC LC TF-IDF IFS SILE

COREL5000 45.98 97.00 76.01 49.43 48.00 91.00 98.00
Oxbuild5000 39.67 90.00 60.87 53.94 42.10 87.00 92.36
GOLD 53.06 85.02 71.84 54.25 34.29 83.94 89.34

Table 2
Average computational cost (in ms) of IM2GPS, MSD, SC, LC, TF-IDF, IFS
and SILE on COREL5000, Oxbuild5000 and GOLD.

Dataset IM2GPS MSD SC LC TF-IDF IFS SILE

COREL5000 60.46 0.82 7.94 1.04 0.09 0.07 0.10
Oxbuild5000 33.74 0.50 5.42 1.34 0.13 0.09 0.15
GOLD 64927 1.03 47.00 2.89 0.84 0.16 0.56 Selected community numbers k
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Fig. 3. Plot for analyzing impact of k.
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test dataset are 97%, 90% and 85.02%. The average preci-
sions of TF-IDF are 48%, 42.1% and 34.29%. Those of ours for
the three datasets are 98%, 92.36%, and 89.34%. Our
method achieves about 3% improvement over MSD and
nearly 125% improvement over TF-IDF on average. In our
method, the consideration of social information by using
social based visual words weight computation really
improves performance. Although MSD combines the local
feature and local feature together, it totally neglects the
social information, which could be the reason for the
difference in performance. There are two reasons for the
relatively low recognition rates for TF-IDF. One is that
spatial information is somewhat neglected while using the
BoW histogram. The other is that global features and social
information are not taken into consideration. Although SC
utilizes local features, it neglects the clues that global
features can provide. Thus, our method achieves better
performance. There are two reasons for the relatively low
recognition rates of LC. One is that spatial information is
somewhat neglected using the BoW histogram. The other
is that SVM classifiers are affected by the outliers (images
with incorrect GPS information) in training. The perfor-
mance of our method benefits from two facts, through
social based visual word weight computation which
strengthens the weight of important words and through
noisy word suppression, which means the visual words
which have little to do with the GPS location estimation
are effectively restrained.

The average computational costs of MSD on the three
test sets are 0.82 milli-second (ms), 0.5 ms and 1.03 ms,
while that of TF-IDF are 0.09 ms, 0.13 ms and 0.84 ms on
the three test sets. The average computational costs of SC
are 7.30 ms, 5.51 ms and 39.60 ms on the three test sets.
The LC is time efficient with its computational costs
1.04 ms, 1.34 ms and 2.89 ms. The SILE is also time efficient
with its computational costs 0.10 ms, 0.15 ms and 0.56 ms.
Comparatively, both TF-IDF and SILE are much more time
efficient than MSD. Compared with TF-IDF, our method
consumes a little more time in dataset of COREL5000 and
OxBuild 5000, however, in GOLD, SILE shows its efficiency.
As GOLD is a much larger dataset, SILE shows its potential
in large scale image datasets.
It gets highest GPS estimation accuracy among the
compared approaches on all the three datasets. At the
same time the computational costs are lower than MSD
even if they are a bit higher than IFS.
5.4. Discussions

The performance of our approach is related to two
parameters: the number k of social communities selected
in the first step, and K in K-NN in the last step. The
parameters in our baseline algorithm are set as k¼20, and
K¼50. We will next examine their respective impacts by
carrying out a set of experiments on Corel5000, OxBu-
ild5000 and GOLD. For the other parameters, the detailed
discussions are given in[9], thus we just focus on the
discussions of two introduced parameters k and K
�
 Impact of total number of selected social communities-k
To study the impact of the number of selected social
communities, we carry out experiments under different k
by fixing K¼50. As shown in Fig. 3, with the increase in k,
GPS location estimation accuracy first increases and then
decreases. This is due to the fact that, with the increase of
number of social communities, it will start to introduce
many irrelevant image groups taken from other GPS
locations. Accordingly, the possibility of giving a high
weight to some insignificant visual word in the input
image will increase. Comparatively better performances
are achieved under k¼50.
�
 Impact of K in K-NN
To study the impact of K in K-NN on GPS estimation
performances at the last step, we carry out experiments
on the three datasets under different K by fixing the
selected social community number k¼20. Accordingly,
the performances under K¼1, 10, 50, 100 and K¼1000
are shown in Fig. 4. We find that when K is set to a very
large value, such as K¼1000, the final performances are
very unsatisfactory. This is caused by the introduction
of many irrelevant GPS locations. We also find that the
GPS estimation performances on GOLD are very stable
when K is in the range ½1;100�.
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6. Conclusion

In this paper, we integrate the social information and
image content to accomplish the task of location estimation.
We present a salient feature mining based approach to
improve the performance of GPS location estimation. We
use the salient part of an image by utilizing bag-of-words
model of low level SIFT features. Thus different parts of an
image should have different contributions to its location
estimation. Assigning each BoW with corresponding salient
region contributes to the input image location estimation.
Experiments demonstrate that our method outperforms the
classical and state-of-the-art method for image GPS
estimation.
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